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*Notes on this Paper:*
This is version 1 of this paper and is reflective of documented and anticipated harms of Generative AI as of May 15, 2023. Due to the fast-changing pace of development, use, and harms of Generative AI, we want to acknowledge that this is an inherently dynamic paper, subject to changes in the future.

Throughout this paper, we use a standard format to explain the typology of harms that generative AI can produce. Each section first explains relevant background information and potential risks imposed by generative AI, then highlights specifics harms and interventions that scholars and regulators have pursued to remedy each harm. This paper draws on two taxonomies of A.I. harms to guide our analysis:

1. Danielle Citron’s and Daniel Solove’s Typology of Privacy Harms, comprising physical, economic, reputational, psychological, autonomy, discrimination, and relationship harms;¹ and

2. Joy Buolamwini’s Taxonomy of Algorithmic Harms, comprising loss of opportunity, economic loss, and social stigmatization, including loss of liberty, increased surveillance, stereotype reinforcement, and other dignitary harms.²

These taxonomies do not necessarily cover all potential AI harms, and our use of these taxonomies is meant to help readers visualize and contextualize AI harms without limiting the types and variety of AI harms that readers consider.
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Introduction

OpenAI’s decision to release ChatGPT, a chatbot built on the Large Language Model GPT-3, last November thrust AI tools to the forefront of public consciousness. In the last six months, new AI tools used to generate text, images, video, and audio based on user prompts exploded in popularity. Suddenly, phrases like Stable Diffusion, Hallucinations, and Value Alignment were everywhere. Each day, new stories about the different capabilities of generative AI—and their potential for harm—emerged without any clear indication of what would come next or what impacts these tools would have.

While generative AI may be new, its harms are not. AI scholars have been warning us of the problems that large AI models can cause for years. These old problems are exacerbated by the industry’s shift in goals from research and transparency to profit, opacity, and concentration of power. The widespread availability and hype of these tools has led to increased harm both individually and on a massive scale. AI replicates racial, gender, and disability discrimination, and these harms are woven inextricably through every issue highlighted in this report.

OpenAI and other companies’ decisions to rapidly integrate generative AI technology into consumer-facing products and services have undermined longstanding efforts to make AI development transparent and accountable, leaving many regulators scrambling to prepare for the repercussions. And it is clear that generative AI systems can significantly amplify risks to both individual privacy and to democracy and cybersecurity generally. In the words of the OpenAI CEO, who indeed had the power not to accelerate the release of this technology, “I’m especially concerned that these models could be used for widespread misinformation...[and] offensive cyberattacks.”
This rapid deployment of generative AI systems without adequate safeguards is clear evidence that self-regulation has failed. Hundreds of entities, from corporations to media and government entities, are developing and looking to rapidly integrate these untested AI tools into a wide range of systems. And this rapid rollout will have disastrous results without necessary fairness, accountability, and transparency protections built in from the beginning.

We are at a critical juncture as policymakers and industry around the globe are focusing on the substantial risks and opportunities posed by AI. There is an opportunity to make this technology work for people. Companies should be required to show their work, make it clear when AI is in use, and offer informed consent throughout the training, development, and use process.

One thread of public concern focuses on AI’s “existential” risks—speculative long-term risks in which robots replace humans at work, socially, and ultimately taking over, a la “I, Robot.” Some legislators on the state and federal level have begun to take the issue of addressing AI more seriously—however, it remains to be seen if their focus will be only on supporting companies with their development of AI tools and requiring marginal disclosure and transparency requirements. Enacting clear prohibitions on high-risk uses, addressing the easy spread of disinformation, requiring meaningful and proactive disclosures that facilitate informed consent, and bolstering consumer protection agencies are necessary to address the harms and risks specific to generative AI. This paper strives to provide a broad outline of different issues that the use of generative AI brings up, educate lawmakers and the public, and offer some paths forward to mitigate harm.

- Ben Winters, Senior Counsel
Turbocharging Information Manipulation

BACKGROUND AND RISKS

The widespread availability of free and low-cost generative AI tools facilitates the spread of high volumes of text, image, voice, and video content. Much of the content created by AI systems is likely benign or could be beneficial to specific audiences, but these systems will also facilitate the spread of extremely harmful content. For example, generative AI tools can and will be used to propagate content that is false, misleading, biased, inflammatory, or dangerous. As generative AI tools grow more sophisticated, it will be quicker, cheaper, and easier to produce this content—and existing harmful content can serve as the foundation to produce more. In this section, we consider five categories of harmful content that AI tools would turbocharge: Scams, Disinformation, Misinformation, Cybersecurity Threats, and Clickbait and Surveillance Advertising. Though we draw distinctions between disinformation (purposeful spread of false information) and misinformation (less purposeful spread or creation of false information), the spread of AI-generated content will blur this line for parties that use AI-generated content without first editing or factchecking it. Entities using AI-generated outputs without exercising due diligence should be held jointly responsible with the entity behind the generation of that output for the harm it causes.
SCAMS

Scam phone calls, texts, and emails have long been out of control, harming the public in many ways. In 2021 alone, 2.8 million consumers filed fraud reports with the FTC, claiming more than $2.3 billion in losses, and nearly 1.4 million consumers filed identity theft reports. Generative AI can accelerate the creation, personalization, and believability of these various scams using AI-generated text, voices, and videos. AI voice generation can also be used to mimic the voice of a loved one, calling to request immediately financial assistance for bail, legal help, or ransom.

According to a 2022 report from EPIC and the National Consumer Law Center, there are over one billion scam robocalls made to American telephones each month, which led to nearly $30 billion in consumer losses between June 2020-21—most frequently targeting vulnerable communities like seniors, individuals with disabilities, and people in debt. These scams are made at scale, and often use an automated voice speaking a script...
generated by a text generator like ChatGPT designed to pretend they’re someone of authority to scare consumers into sending money. In 2022, estimated consumer losses increased to $39.5 billion,\(^7\) with the FTC reporting more than $326 million lost from scam texts alone.\(^8\)

Auto dialers, robo-texts, robo-emails, and mailers, combined with data brokers that sell lists of numbers or email addresses, enable entities to send out a massive number of messages at once. The same data brokers can sell lists of people as potential targets along with “insights” about their mental health conditions, religious beliefs, or sexuality that can be exploited. The degree of targeting that data brokers are allowed to use on individuals exacerbates AI-generated harm.

Text generation services also increase the likelihood of successful phishing scams and election interference by bad actors. This has already happened—in a 2021 study, researchers found phishing emails generated by GPT-3 were more effective than human-generated ones.\(^9\) Generative AI can expand the pool of potentially effective fraudsters by aiding people with limited English skills in crafting natural and accurate-sounding emails that can then target employees, intelligence targets, and individuals in a way that makes it much more difficult to detect the scam.

**DISINFORMATION**

Bad actors can also use generative AI tools to produce adaptable content designed to support a campaign, political agenda, or hateful position and spread that information quickly and inexpensively across many platforms. This rapid spread of false or misleading content—Al-facilitated disinformation—can also create a cyclical effect for generative AI: when a high volume of disinformation is pumped into the digital ecosystem and more generative systems are trained on that information via reinforcement learning methods, for example, false or misleading inputs can create increasingly incorrect outputs.
The use of generative AI tools to accelerate the spread of disinformation could fuel efforts to influence public opinion, harass specific individuals, or affect politics and elections. The impacts of increased disinformation may be far-reaching and cannot be easily countered once spread; this is especially concerning given the risks disinformation poses to the democratic process.

**MISINFORMATION**

The phenomenon of inaccurate outputs by text-generating large language models like Bard or ChatGPT has already been widely documented. Even without the intent to lie or mislead, these generative AI tools can produce harmful misinformation. The harm is exacerbated by the polished and typically well-written style that AI generated text follows and the inclusion among true facts, which can give falsehoods a veneer of legitimacy. As reported in the Washington Post, for example, a law professor was included on an AI-generated “list of legal scholars who had sexually harassed someone,” even when no such allegation existed.\(^{10}\) As Princeton Professor Arvind Narayanan said in an interview with The Markup:

> Sayash Kapoor and I call it a bullshit generator, as have others as well. We mean this not in a normative sense but in a relatively precise sense. We mean that it is trained to produce plausible text. It is very good at being persuasive, but it’s not trained to produce true statements. It often produces true statements as a side effect of being plausible and persuasive, but that is not the goal.\(^{11}\)

AI-generated content implicates a broader legal issue as well: our trust in what we see and hear. As AI-generated media becomes more common, so too will circumstances where we are tricked into believing something fictional is real\(^{12}\)—or that something real is fictional.\(^{13}\) When individuals can no longer trust information and new information is generated faster than it can be checked for accuracy, what can they do? Information sources like Wikipedia could be overwhelmed with false AI-generated content. This can
be harmful in targeted situations by inducing a target to act under the assumption that, e.g., their loved ones are in crisis.\textsuperscript{14}

**SECURITY**

The same phishing concerns described above pose a security threat. Though chatbots cannot (yet) develop their own novel malware from scratch, hackers could soon potentially use the coding abilities of large language models like ChatGPT to create malware that can then be minutely adjusted for maximum reach and effect, essentially allowing more novice hackers to become a serious security risk. In fact, security professionals have noted that hackers are already discussing how to install malware and extract information from targets using ChatGPT.\textsuperscript{15}

Generative AI tools could very well begin to learn from repeated exposure to malware and be able to develop more novel and unpredictable malware that evades detection by common security systems.

**CLICKBAIT AND FEEDING THE SURVEILLANCE ADVERTISING ECOSYSTEM**

Beyond misinformation and disinformation, generative AI can be used to create clickbait headlines and articles, which manipulate how users navigate the internet and applications. For example, generative AI is being used to create full articles, regardless of their veracity, grammar, or lack of common sense, to drive search engine optimization and create more webpages that users will click on. These mechanisms attempt to maximize clicks and engagement at the truth’s expense, degrading users’ experiences in the process. Generative AI continues to feed this harmful cycle by spreading misinformation at faster rates, creating headlines that maximize views and undermine consumer autonomy.
HARMS

- **Economic/Economic Loss**: Successful scams and malware can result in victims’ direct economic loss through extortion, trickery, or gaining access to financial accounts. This can lead to long-term impacts on credit as well.

- **Reputational/Relationship/Social Stigmatization**: Misinformation and disinformation can generate and spread false or harmful information about an individual resulting in harm to their reputation in the community, potential damage to their personal and professional relationships, and impacts to their dignity.

- **Psychological—Emotional Distress**: Disinformation and misinformation can cause severe emotional harm as individuals navigate the impacts of false information being spread about them—in addition, many individuals face shame and embarrassment if they are the victim of scams and may feel manipulated or used in the context of clickbait and surveillance advertising.

- **Psychological—Disturbance**: The influx of false or misleading information and clickbait makes it difficult for individuals to carry on their daily activities online.

- **Autonomy**: The spread of misinformation and disinformation makes it increasingly difficult for individuals to make properly informed choices and the manipulative nature of surveillance advertising complicates the issue of choice even further.

- **Discrimination**: Scams, disinformation, misinformation, malware, and clickbait all prey on vulnerabilities of the “marks,” including membership in certain vulnerable groups and categories (the elderly, immigrants, etc.).
EXAMPLES

- People used AI to call in fake bomb threats to public places like schools.\(^{16}\)

- AI voice generators were used call people’s loved ones, convincing them that their family member was in jail and desperately needed money for bail and legal assistance.\(^{17}\)

- The Center for Countering Digital Hate tested Google’s Bard chatbot to see if they would replicate 100 common conspiracy theories including Holocaust denial and saying the mass child murder tragedy at Sandy Hook was staged using “crisis actors.” Bard pumped out text based on these lies 78 out of 100 times without context or disclosure.

- Unedited AI Spam was found by Vice reporters widely throughout the internet.\(^{18}\)

- CNET, a tech news website, paused its use of AI and issued corrections in 41 out of the 77 stories that it published which had been written using an AI tool. The AI-written articles, which were designed to be viewed more on Google searches to increase ad revenue, contained inaccurate and misleading information.\(^{19}\)

- Similarly, Buzzfeed reportedly published AI-written content, namely travel guides, with the aim to attract search traffic about different destinations. The quality of the results was uniformly reviewed as useless and unhelpful.\(^{20}\)

INTERVENTIONS

- Enact a law that makes intimidating, deceiving, or deliberately misinforming someone about an election or candidate illegal (regardless of the means), such as the Deceptive Practices and Voter Intimidation Prevention Act.
• Pass the American Data Privacy Protection Act. The ADPPA will limit the collection and use of personal information to that which is reasonably necessary and proportionate to the purpose for which the information was collected. Such limitation will limit personal information being used to profile users to target them with ads, phishing attempts, and other scams. The ADPPA will also restrict the use of personal data to train generative AI systems that can manipulate users.

• Promulgate an FTC Commercial Surveillance rule that sets a data minimization standard prohibiting out-of-context secondary uses of personal information, which would similarly prevent training generative AI systems using personal information collected for an unrelated purpose.
Harassment, Impersonation, and Extortion

BACKGROUND AND RISKS

Some of the earliest uses—or misuses—of generative AI technologies are deepfakes: realistic images or videos created using machine-learning algorithms to depict someone as saying or doing something they did not—often by replacing the likeness of one person with that of another.

Deepfakes and other AI-generated content can be used to facilitate or exacerbate many of the harms listed throughout this report, but this section focuses on one subset: intentional, targeted abuse of individuals. AI-generated images and videos provide several ways for bad actors to impersonate, harass, humiliate, exploit, and blackmail others. For example, a deepfake video could show a victim praising a cause they detest or engaging in sexually explicit or otherwise humiliating acts. These images and videos can spread rapidly across the internet as well, making it difficult or impossible for victims, law enforcement, and other interested parties to identify the creator(s) and ensure harmful deepfakes are removed.

Unfortunately, many victims of targeted deepfakes are left without recourse, and those who pursue recourse are often forced to identify and confront the perpetrators themselves.

The harms of synthetic media predate AI and machine learning. As far back as the 1990s, commercial photo editing software enabled users to alter
appearances or swap faces in photos. However, modern deepfakes and other AI-generated synthetic content trace their roots to Google’s 2015 release of TensorFlow, an open-source tool for building machine-learning models, and the viral spread of a 2017 deepfake created using such a tool. To create these early deepfakes—many of which involved placing celebrities’ faces onto the bodies of pornographic film actors—a creator had to build a machine-learning model (often, a generative adversarial network, or GAN) using a tool like TensorFlow, train it on various image, video, or audio files, and then instruct the model to map a specific person’s features or voice onto another person’s body. The release of new generative AI services like Midjourney and Runway removed these technical hurdles, enabling anyone to quickly create AI-generated content by providing a few key images, a source video, or even text entries.

At its core, using AI-generated content to impersonate, harass, humiliate, exploit, or blackmail an individual or organization is frequently no different from doing the same using other methods. Victims of deepfake harms may still turn to existing criminal and civil remedies for fraud, impersonation, extortion, and cyberstalking to redress malicious uses of generative AI tools. However, generative AI raises novel legal issues and exacerbates harm in new ways, straining the ability of victims and regulators alike to use existing legal avenues to redress harm. For example, deepfake impersonations of deceased people—a phenomenon described as “ghostbots”—may not only implicate defamation law, but also cause emotional distress among a deceased individual’s loved ones where false textual quotes may not. These new legal issues fall into roughly three categories: issues involving malicious intent; issues involving privacy and consent; and issues involving believability.
MALICIOUS INTENT

A frequent malicious use case of generative AI to harm, humiliate, or sexualize another person involves generating deepfakes of nonconsensual sexual imagery or videos. These sexual deepfakes are some of the earliest and most common examples of deepfake technology, garnering widespread media attention. However, many existing nonconsensual pornography laws limit liability to circumstances where content is published with an intent to harm. Some malicious uses of generative AI no doubt meet this threshold, but many deepfake creators may not intend to harm the subject of a sexual deepfake; rather, they may create and circulate the deepfake without ever expecting the subject to see or be impacted by the content.

Intent requirements permeate other criminal laws applicable to malicious uses of generative AI as well. For example, the federal cyberstalking statute, 18 U.S.C. § 2261A, only applies to those who act “with the intent to kill, injure, harass, intimidate, or place under surveillance [with similar intent].” State impersonation statutes like California Penal Code § 528.5 similarly limit enforcement to those who impersonate another “for purposes of harming, intimidating, threatening, or defrauding another person.” Using
generative AI to intimidate, harass, defraud, or extort another person may fall within these criminal statutes, but creating harmful or sexual deepfakes for personal enjoyment or entertainment may not.

Lastly, divining the intent of a deepfake creator is made more difficult by a modern feature of many online platforms: user anonymity. When a victim becomes aware of a malicious deepfake as it spreads online—as happened to Journalist Rana Ayyub in 2018—it can be incredibly difficult, if not impossible, to track down the original creator to bring a lawsuit or criminal charges.

**PRIVACY AND CONSENT**

Even when a victim of targeted, AI-generated harms successfully identifies a deepfake creator with malicious intent, they may still struggle to redress many harms because the generated image or video isn’t the victim, but instead a composite image or video using aspects of multiple sources to create a believable, yet fictional, scene. At their core, these AI-generated images and videos circumvent traditional notions of privacy and consent: because they rely on public images and videos, like those posted on social media websites, they often don’t rely on any private information. This feature of AI-generated content excludes certain traditional privacy torts, including intrusion upon seclusion.

**How Are Deepfakes Made?**

The standard approach to deepfake creation uses a machine-learning model to detect key points within a reference frame or video—called the “driving video”—then mapping a targeted individual’s photo—the “source photo”—onto each frame using the key points. For example, a machine-learning model may be trained to detect several points on a person’s face within a video, then map the source photo onto a face in the video based on these key points. The resulting photo or video—a deepfake—can then be edited to remove minor artifacts that would reveal the inauthenticity of the deepfake.
and publication of private facts, which depend explicitly on the publication or intrusion upon private facts.\textsuperscript{32} Other privacy torts, including false light, fare better because they only require plaintiffs to show that the creator knew or recklessly disregarded whether a reasonable person would find the AI-generated content highly offensive.\textsuperscript{33} Still, these claims too face a difficult legal hurdle: the First Amendment.\textsuperscript{34}

The generative nature of new AI tools like Midjourney and Runway places them at a difficult crossroads between free expression protections and privacy protections for deepfake victims. Many AI-generated photos and videos transform source material or include new content in ways that may be protected under the First Amendment, but they can appear to be real footage of the victim in embarrassing, sexual, or otherwise undesirable circumstances. This tension between free speech, privacy, and consent raises new and difficult legal questions for both private individuals and public figures like celebrities and politicians.

Consider the issue of consent. Many harmful AI depictions of private individuals use public source photos that victims post online. Victims may disapprove of the fictional, yet believable, photos and videos that generative AI tools produce of them, but existing legal claims may not provide the remedies these victims expect. Although the legal right of publicity originally protected the privacy and dignity of individuals, for example, some modern courts have focused their attention on the economic interest that a victim holds in their identity—namely, celebrities’ economic interest in their public image, which others may appropriate for their own commercial gain.\textsuperscript{35} These courts and similar state appropriation laws may not provide the easy legal remedy that victims expect when facing nonconsensual deepfakes; they may expect the victim to show some economic or physical injury in addition to their lack of consent, or they may expect the deepfake creator to have benefited financially. These laws and judicial interpretations did not develop with generative AI in mind, meaning that even AI harms that should be easy
to remedy can become complex, costly, and confusing for victims. Of course, victims of malicious deepfakes and other AI-generated content can still pursue several other legal claims, such as defamation or negligent infliction of emotional distress, but the generative nature of new AI tools suggest that even these claims may face legal hurdles. The novelty and scalability of generative AI can be obstacles for victims of malicious deepfakes, even when their underlying legal claim is strong.

Defamation is yet another example of a legal claim made more challenging by generative AI. While private individuals may hold the creator of a defamatory deepfake liable so long as the depiction was false and harmed the victim, public figures like celebrities and politicians must overcome a higher First Amendment hurdle to get redress. In *New York Times Co. v. Sullivan*, for example, the Supreme Court held that public figures had to show that a defendant published defamatory material with actual malice—in other words, “with knowledge that it was false or with reckless disregard of whether it was false or not.”[^36] And in *Hustler Magazine, Inc. v. Falwell*, the Supreme Court applied the same standard to defeat a claim of intentional infliction of emotional distress.[^37] However, the actual malice standard applied in these cases developed based on assumptions about what a reasonably prudent person could do to investigate and uncover the truth of information they receive. As generative AI tools grow more sophisticated, it will only become more difficult for individuals and press organizations to tell whether something is real or generated by AI, effectively raising the hurdle that public figures must overcome to redress harms caused by defamatory deepfakes.

Importantly, the malicious use of generative AI can impact everyone—private individuals and public figures alike. The distinction between private individuals and public figures within the law is far from clear, and both private individuals and public figures have successfully overcome the First Amendment, privacy, and consent hurdles discussed above.[^38] These cases...
and the legal tests they implicate merely highlight legal assumptions that may not hold true when someone uses generative AI to impersonate, harass, defame, or otherwise harm others—legal assumptions that may impose barriers to redress and perpetuate AI-generated harm. While many traditional legal remedies may still be available for victims of malicious deepfakes and other generative AI harms, the novel legal questions that generative AI raises—as well as the potentially massive volume of violations that a publicly available generative AI tool can produce—will no doubt make these legal remedies harder to pursue and less effective in practice.

**BELIEVABILITY**

Deepfakes can impose real social injuries on their subjects when they are circulated to viewers who think they are real. Even when a deepfake is debunked, it can have a persistent negative impact on how others view the subject of the deepfake. And the believability of AI-generated content can undermine victims’ ability to pursue legal redress as well. The proliferation of generative AI and deepfakes undermines core assumptions about how legal fact-finding and the authentication of evidence occurs. Currently, the bar for authenticating courtroom evidence is not particularly high. All a claimant must show is that a reasonable juror could find in favor of authenticity or identification, after which point the determination of authenticity is up to the jury. In addition, many courts have adopted assumptions about the authenticity of aural and visual evidence that deepfakes undermine. For example, some courts recognize the “silent witness” theory of video authentication, wherein the existence of a recording speaks to the evidence’s authenticity without the need for a human witness’s observations. Others assume the authenticity of evidence taken from press archives or government databases, both of which may be vulnerable to deepfakes. As AI-generated content grows more common and more believable, courts and regulators alike will need to identify and adopt methods to determine whether images and videos are real and
reconsider legal assumptions about the truth and value of evidence submitted at trial.

**HARMS**

- **Physical:** In some contexts, believable deepfakes of the victim seeming to engage in certain behaviors may put them at risk of physical harm and violence, for example, in cultures where publicly known sex acts would shame the family or in cultures where same-sex relationships are illegal.

- **Economic/Economic Loss:** Distribution of AI-generated fake images and videos that are pornographic in nature or touch on hot-button political or social topics could lead to job loss for the victim as well as trouble finding future employment.

- **Reputational/Relationship/Social Stigmatization:** Victims’ standing in the community, intimate and professional relationships, and dignity could all be severely damaged or destroyed if, for example, deepfakes convinced others that person was cheating on a partner or engaging in illicit acts with minors.

- **Psychological:** Victims of these attacks often feel severely violated and may face feelings of hopelessness and fear that their lives have been destroyed.

- **Autonomy/Loss of Opportunity:** Deepfakes have already been weaponized to intentionally silence journalists, activists, and other vulnerable individuals and can lead to loss of opportunity and change in life circumstances if believed broadly. This can also contribute to a threat to democracy and social change.
• **Autonomy/Discrimination**: Deepfakes can easily be tools used to target already-vulnerable individuals belonging to marginalized groups or to make individuals appear to belong to marginalized groups—they also may reinforce negative attitudes about sex work and sex workers.

**EXAMPLES**

• The European Union’s police force issued an official warning that “grim” criminal abuse using ChatGPT and other generative AI tools is here and growing.\(^46\)

• A Twitch streamer made Deepfake porn of another Twitch streamer, imposing her face onto porn and passing it off as if it was her.\(^47\)

• A TikTok user spoke out about digitally created nude photos of her shared on the internet. The photos were used to threaten and blackmail her.\(^48\)

• Video game voice actors had their voice taken and used to train an AI to use their voice to harass and expose information about them, all without their knowledge or consent.\(^49\)

**INTERVENTIONS**

• **Technological solutions** include deepfake detection software and methods for watermarking AI-generated content. These solutions may help victims, courts, and regulators identify AI-generated content, but the effectiveness of these solutions depends entirely on technical experts and responsible AI actors developing innovative detection and authentication tools faster than malicious AI developers can develop new, harder-to-detect AI tools.

• Many **longstanding legal tools** may still apply despite the novel features of generative AI tools and the legal challenges they impose. For example, deepfakes that exploit copyrighted content—potentially including photos that victims took of themselves\(^50\)—may be vulnerable
to traditional **copyright claims**. Depending on the circumstances surrounding the Al-generated content, victims may also turn to various **tort claims** like defamation, false light, intentional infliction of emotional distress, and appropriation of name and likeness.\(^{51}\) To circumvent the challenge of identifying anonymous creators, victims may be able to **sue the online platforms that host and circulate malicious Al-generated content** if the platforms—including the providers of Al tools like Midjourney and Runway—materially contributed to what makes the content harmful or otherwise illegal.\(^ {52}\) And several **criminal laws**, from criminal impersonation and fraud statutes to incitement to violence, could apply to claims involving the malicious circulation of Al-generated content.\(^ {53}\)

- Several **regulatory interventions** may further protect victims of deepfakes and other malicious uses of generative Al. While a general ban on deepfakes or generative Al tools may run afoul of the First Amendment,\(^ {54}\) expanding claims under **copyright law or privacy torts** to cover fictional depictions of victims created with reckless disregard to the content’s impact on victims would go far to redress the harms caused by malicious uses of generative Al. **Criminal statutes** could also be updated or complemented with statutory language that captures the issues raised above, including language that lowers the intent required to hold someone liable for nonconsensual, Al-generated sexual depictions of another person. And given the difficulty in identifying believable deepfakes and authenticating evidence, the **Federal Rules of Evidence** may benefit from higher authentication standards to counteract possible deepfakes. Lastly, malicious deepfakes and other Al-generated content created for commercial purposes could be regulated by administrative agencies like the Federal Trade Commission and state Attorneys General Offices on the grounds that they are unfair and deceptive.\(^ {55}\)
Section 230 of the Communications Decency Act says that a provider of an interactive computer service is not to be “treated as the publisher or speaker of information provided by” a third party. Historically, companies—and courts—have taken an expansive view on what it means to treat a company as the publisher or speaker of information—basically, if the lawsuit had anything to do with third-party provided content, companies claimed Section 230 immunity. In recent years, courts have begun to cabin Section 230’s reach, finding instead that companies can only claim Section 230 immunity if the basis for liability is dissemination of improper information that the company played no role in making improper.

Generative AI tools do not get blanket immunity: Some commentators have framed the generative AI Section 230 debate as an all-or-nothing determination, with some proclaiming that generative AI tools receive Section 230 immunity and others proclaiming they do not. But judges in recent major court decisions have declined to apply Section 230 in such a broad manner. Instead, courts apply Section 230 on a claim-by-claim basis. Thus, whether a company will get Section 230 protection will depend on the specific facts and legal obligations at issue, not simply whether they have deployed a generative AI tool.

Section 230 should not apply to some claims, like products liability claims, because they do not treat the company as the publisher or speaker of information: In the past, courts have applied Section 230 very broadly, largely by reading the provision to mean that a company is treated as the publisher or speaker whenever their allegedly unlawful activities
involved the dissemination of third-party information. Courts have begun to backtrack on this and are recognizing that Section 230 does not protect against claims that target a company’s own obligations not to cause harm. Thus, claims that generative AI companies violated their own duties regarding the design of their service, the collection, use, or disclosure of information, and the creation of content should not be barred by Section 230.

For instance, generative AI companies will have difficulty using Section 230 to escape product liability claims—such as for negligent design or failure to warn—at least in the Ninth Circuit, where courts now recognize that such claims are based not on harm caused by third-party information but on a company’s breach of their duty to design products that do not pose an unreasonable risk of injury to consumers. Generative AI companies should also have to face claims that they violated privacy laws that limit how generative AI companies can collect, use, and disclose personal information because these laws impose duties on companies to respect the privacy interests of third-parties.

**Generative AI companies will not get Section 230 protection when the tool is wholly responsible for creating the content:** Generative AI companies could potentially face several different types of claims about the information that their tools generate. Section 230 provides companies with protection for legal claims based on information provided by another party—another “information content provider,” in Section 230 lingo. An information content provider is defined as “any person or entity that is responsible, in whole or in part, for the creation or development of information” provided to the company. So, a generative AI company does not get Section 230 protection if it is, itself, an information content provider of the information at issue—that is, if the company “is responsible, in whole or in part, for the creation or development of the information.”
When a generative AI tool is alleged to have created new harmful content, such as when it “hallucinates” or makes up information that is not in its training data, the legal claim is not based on third-party information and Section 230 should not apply. For example, when a generative AI tool makes up false and reputationally damaging information about an individual, the generative AI company will not be protected by Section 230 for, say, defamation or false light, because the company, and not any third party, is responsible for creating the false and reputationally damaging information that is the basis for the legal claim.

**Generative AI companies will not get Section 230 protection when they materially contribute to the improper content:** In some cases, generative AI companies will try to argue that the outputs at issue originated with a third party, either as user input or training data. In such cases, courts will have to determine whether the company created or developed the information in part. The prevailing test is whether the company materially contributed to making the information improper. Material contribution can include altering or summarizing third-party information to make it violate a law, requiring or encouraging the third party to input information that violates a law, or otherwise acting in a way that contributes to the illegality.

When a user asks that a generative AI tool create misinformation or a deepfake, or when a tool uses training data to create harmful content, the tool transforms inputs into harmful content and the company that deployed it should not be able to use Section 230 to avoid liability. The user inputs—the request for harmful information, the photos or videos of the target of a deepfake—are not themselves harmful or sufficient to create the harmful content. After all, that is why the user is using generative AI to create the content. The inputs are also unlikely, on their own, to be sufficient to form the legal basis for the claim against the generative AI company. In such scenarios, a company deploying a generative AI tool materially contributes to the improper information by transforming information that cannot form the basis for liability into information that can form the basis for liability.
If, on the other hand, a user asks a generative AI tool to simply repeat a defamatory statement that the user enters into the tool, or to repeat harmful information from other sources, the tool may not materially contribute to the harm and may, consequently, benefit from Section 230 protection.

Section 230 should not be an obstacle to holding companies accountable for harms caused by generative AI tools. Any new regulation or claim should be stated in terms of the generative AI company’s obligations and the harm the tool itself caused by generating harmful content.

It is not clear that scraped training data is information “provided by” a third party: To obtain Section 230 protection, a company must show that the information that forms the basis for liability was “provided by” a third party. There is very little precedent on the question of when information has been “provided by” a third party.69 To “provide” information can mean to supply it or make it available to another.70 Generative AI companies would likely argue that publicly available information is made available for everyone to republish, including generative AI tools. But it is not at all clear that third parties intend to make their information available to generative AI tools simply by making their information viewable by a general audience on the internet—in fact, in many cases it is clearly the opposite.

The relationship between the internet company and the third-party information provider matters for determining whether the third party provided the information.71 The types of services that Section 230 originally contemplated had users that directly provided information to the service, such as the Prodigy message boards that were the basis of the case that inspired Section 230.72 Search engines and other types of services that third parties do not provide information directly to have also been found to enjoy
some Section 230 protection, but even these companies afford third parties some control over whether and to what extent their information is published or republished on their services. For example, websites can tell Google’s search engine crawlers not to index their pages, but there is no effective means to block an AI company from scraping their site. The lack of control third parties have over the use of their information in generative AI tools, along with similar considerations described in [privacy section], could sway courts against finding that scraped data is “provided by” third parties.
**Profits Over Privacy: Increased Opaque Data Collection**

**BACKGROUND AND RISKS**

Generative AI tools are built on top of a variety of large, complex machine-learning models, which need a large amount of training data to function. For tools like ChatGPT, the data includes text scraped from across the internet. For products like Lensa or Stable Diffusion, the data includes photos and art. With generative AI’s voracious need for data, many AI developers may scrape the web indiscriminately for data. While, in some cases, these developers attempt to sanitize their training data by filtering out protected work, explicit content, hate speech, or biased inputs, the practice of cleaning data is far from industry-standard. Without meaningful data minimization or disclosure rules, companies have an incentive to collect and use increasingly more (and more sensitive) data to train AI models. The excuse for collecting this data indiscriminately—increasing competition and innovation within the AI space—is harmful to the state of data privacy. This arms race narrative creates a justification for maximizing data collection just in case it provides some nebulous advantage later. In reality, these tools can be built with less data and without coercive and secretive data collection processes.
SCRAPING TO TRAIN DATA

Many generative AI tools use models built on data scraped from publicly available websites. This information often includes personal information posted on social media and other websites. People post information on social media and elsewhere for a variety of reasons: to allow potential employers to find them on LinkedIn; so that friends and acquaintances can find them on Facebook, Twitter, and Venmo; and so forth. These reasons have an important common feature: people post information on a website for the purpose of making that information viewable on that website. But sometimes, a person’s personal information is made publicly available without their consent. Third parties might publish their photo or other information about them. A platform’s confusing privacy settings may lead a person to accidentally make their information available. A software error or design change can also expose information that a person had set to be viewable only to a select few.

When companies scrape personal information and use it to create generative AI tools, they undermine consumers’ control of their personal information by using the information for a purpose for which the consumer did not consent. The individual may not have even imagined their data could be used in the way the company intends when the person posted it online. Individual storing or hosting of scraped personal data may not always be harmful in a vacuum, but there are many risks. Multiple data sets can be combined in ways that cause harm: information that is not sensitive when spread across different databases can be extremely revealing when collected in a single place, and it can be used to make inferences about a person or population. And because scraping makes a copy of someone’s data as it existed at a specific time, the company also takes away the individual’s ability to alter or remove the information from the public sphere.
The privacy harms that follow from indiscriminate scraping of personal information for AI training data also create risks for online speech and the openness of the internet. As AI tools use people’s personal information for more and more harmful purposes, people may become more hesitant to share any information on social media or sites that could potentially be scraped in the future, even if those sites promise to secure their data. They may be less likely to post photos of themselves, to participate in public debates on “the vast public forums of the internet”\textsuperscript{78}—particularly social media—or to have social media profiles or personal websites that can be associated with them at all. Disincentivizing people from engaging in public discourse and interacting online will limit the usefulness of the internet as a whole and networking tools in particular.

Basic data minimization principles dictate that peoples’ personal information should only be collected or used for the specific purpose for which each person provided the information. But there are currently no statutes that prohibit companies from scraping people’s personal information and using it to train generative AI tools. Privacy laws in the U.S. exempt most publicly available information from regulation based on a concern that collection and use of this information is protected by the First Amendment. But lawmakers underestimate the significant countervailing privacy interests against allowing companies to indiscriminately scrape personal information.

People should be able to post public profile photos without fear that these photos will be used to create deepfakes of them or feed other abusive AI applications. Laws limiting the collection of publicly available personal information and/or its subsequent use would both protect people’s interest in controlling their information and encourage people to continue to make information publicly available on the internet.
GENERATIVE AI USER DATA

Many generative AI tools require users to log in for access, and many retain user information, including contact information, IP address, and all the inputs and outputs or “conversations” the users are having within the app. These practices implicate a consent issue because generative AI tools use this data to further train the models, making their “free” product come at a cost of user data to train the tools. This dovetails with security, as mentioned in the next section, but best practices would include not requiring users to sign in to use the tool and not retaining or using the user-generated content for any period after the active use by the user.

GENERATIVE AI OUTPUTS

Generative AI tools may inadvertently share personal information about someone or someone’s business or may include an element of a person from a photo. Particularly, companies concerned about their trade secrets being integrated into the model from their employees have explicitly banned their employees from using it.

HARMS

- **Physical**: Individuals who may want to remove personal data for their own safety, such as domestic violence or stalking victims, may be unable to do so where data has been added to generative AI data sets and so may be at risk from their abusers.

- **Economic/Economic Loss**: Businesses whose trade secrets have been incorporated into training sets face potential economic loss.

- **Psychological**: Individuals unable to remove their personal data from training sets may face frustration or fear if the data could impact them negatively if spread.
• **Autonomy**: Individuals unable to block addition or force removal of their personal information from training sets demonstrably have lost control of their data.

• **Autonomy**: Individuals are often not informed, consulted, or given options about whether their personal data will be added to training datasets.

• **Autonomy/Loss of Opportunity**: Inability to remove data that is inaccurate or no longer accurate or make updates may result in incorrect outputs that then exacerbate as the incorrect information proliferates.

**EXAMPLES**

• The Italian Data Protection Authority began an enforcement action based on the EU’s General Data Protection Regulation against OpenAI, banning the service in the country pending investigation. This led the company to institute some privacy disclosures and controls to the system. Regulatory interest from bodies throughout the world will likely act as a catalyst to improved data protection behavior.

• Photos from private medical records were found in public database LAION-5B, which are used to make image generators.

**INTERVENTIONS**

• Enforce laws that prohibit unfair and deceptive trade practices, consent requirements for child users, and require justification for data processing.

• Enact laws and regulations that impose a data minimization standard that would limit use of personal data for generative AI training (e.g., the American Data Privacy Protection Act, the FTC commercial surveillance rule, and certain state privacy regulations)
• Support tools that are built using a limited and disclosed set of data.

• Adopt a strict data minimization standard by developers to help mitigate the privacy harms of creating, tweaking, and updating models to train AI. Data minimization is a standard that, depending on the precise definition, should only allow collection of personal data to the extent that it is necessary to carry out the service requested by the user. The tenets of data minimization are fundamentally at odds with the large-scale creation of generative AI datasets from public info without disclosure or consent.
Increasing Data Security Risk

BACKGROUND AND RISKS

The Identity Theft Resource Center estimated a record-breaking 1,862 data breaches occurred in 2021;\(^80\) with another 1,802 in 2022.\(^81\) Beyond the inherent privacy harms of a breach, there can be severe downstream impacts as well. A Government Accountability Office report indicated that victims have “lost job opportunities, been refused loans, or even been arrested for crimes they did not commit as a result of identity theft.”\(^82\) Yet these harms do not appear on the victim’s bank statement or credit report, and can be nearly impossible to control where a Social Security Number (SSN) is used; by virtue of its unique and unchangeable nature, the SSN serves as a powerful identifier for both government and private sector entities. To make matters worse, a stolen SSN, unlike a stolen credit card, cannot be effectively cancelled or replaced.\(^83\) Criminals in possession of SSNs can open new financial accounts and perpetrate identity theft because many financial institutions rely on SSNs to verify transactions.\(^84\) Unsurprisingly, research by the Bureau of Justice Statistics indicates that identity theft can result in severe distress.\(^85\)

The threat landscape has gotten worse in recent years as well, with the introduction of ransomware-as-a-service, malware-as-a-service, and other proxy services by which hackers-for-hire have productized methods for unauthorized access to data.\(^86\) We should expect to see continued examples of purchasable tools by which data can be accessed, encrypted, and/or manipulated without authorization.
Just as every other type of individual and organization has explored possible use cases for generative AI products, so too have malicious actors. This could take the form of facilitating or scaling up existing threat methods, for example drafting actual malware code, business email compromise attempts, and phishing attempts. This could also take the form of new types of threat methods, for example mining information fed into the AI’s learning model dataset or poisoning the learning model data set with strategically bad data. We should also expect that there will be new attack vectors that we have not even conceived of yet made possible or made more broadly accessible by generative AI.

HARMS

- **Physical**: Where an individual is the victim of identity theft, they may face arrest for crimes they have not committed.

- **Economic/Economic Loss**: Victims may lose job opportunities or be refused loans as the result of identity theft and destruction of credit.

- **Reputational/Social Stigmatization**: Identity theft can cause severe reputational damage and malware can also be used to reveal sensitive information about an individual, resulting in additional social harms.

- **Psychological**: Victims of these attacks may face embarrassment and fear as well as feelings of helplessness, anger, and more due to the results of such attacks.

- **Autonomy**: Loss of identity control, financial control, image, and more may accompany these attacks.

- **Discrimination**: Scams often target historically vulnerable groups, such as the elderly.
EXAMPLES

- ChatGPT suffered a massive data breach, exposing user information and prompt history.\(^{92}\)
- Samsung banned use of AI after secure information was found leaked to ChatGPT by employees.\(^ {93}\)
- OpenAI is allowing users to get information from users through plugins that let the chatbot get new sources of information like Expedia and Instacart.\(^ {94}\)

INTERVENTIONS

- If companies invest in employee training and patching known vulnerabilities, they can mitigate some of the risk of generative AI super-charging existing threat methods. However, risks related to the use of the AI model itself will require distinct solutions, including but not limited to those outlined in NIST’s AI Risk Management Framework\(^ {95}\) and those required in the proposed American Data Privacy and Protection Act (ADPPA).\(^ {96}\)
Confronting Creativity: Impact on Intellectual Property Rights

BACKGROUND AND RISKS

Intellectual property law (IP law) encompasses copyrights, patents, trademarks, and trade secrets. Loosely, copyrights protect original works in any medium of expression (think books, music, theater, and artwork), patents protect inventions, trademarks protect any words or symbols used to identify the source of specific goods and services, and trade secrets protect proprietary business information. Each of the branches of IP law contain specific rights for the creators and owners of a work over that work—for example, controls over how that work is used or preventing others from claiming the work as theirs. While all areas of IP law have challenged generative AI use and generation of works, copyright has been by far the most frequently invoked.

The extent and effectiveness of legal protections for intellectual property have been thrown into question with the rise of generative AI. Generative AI trains itself on vast pools of data that often include IP-protected works. As stated in a recent open letter from the Center for Artistic Inquiry and Reporting, “AI-art generators are trained on enormous datasets, containing millions upon millions of copyrighted images, harvested without their
creator’s knowledge, let alone compensation or consent. This is effectively the greatest art heist in history." The systems trained on these works may then learn to mimic specific styles, as has already occurred in several cases. Several artists whose style has been copied have expressed deep frustration, anger, and dismay over their work being mimicked, noting that the AI is profiting off the work they have put in to develop distinct styles, impacting their livelihood, and reducing deeply personal work to an algorithm. In the words of Nick Cave, an artist confronted with a song generated “in the style of” Nick Cave, “This song is bullshit, a grotesque mockery of what it is to be human.”

Questions about how far IP protections extend in the realm of generative AI can be categorized into either the input or output cycle of these systems.

**INPUTS**

Generative AI systems can produce extremely detailed and adaptable content because they are trained on enormous amounts of data scraped from across the internet. The type of data taken in will vary depending on the system type. For example, AI art generators will scrape art and images,
translating information about their key features into code that is then reviewed by those systems for patterns, relationships, and rules, then used to generate responses to user prompts. Because these systems’ outputs become more “accurate” or responsive with more data, many are programmed to scrape their preferred content type continuously and automatically.

These vast datasets nearly always contain protected works. The entities using the datasets to create a generative AI system rarely, if ever, have permission or license from the creators and owners of artistic works to use them. In fact, many artists have openly stated that they do not want their work going into systems that may make them obsolete.\textsuperscript{101}

There is serious and ongoing debate over whether generative AI tools should be permitted to use protected works without a license. Some argue that such use constitutes fair use, an exception to some copyright protections with a very limited scope of application. Fair use often depends on the use of copyrighted material. For instance, a research or non-profit group using the content may have a better fair use claim than a company intending to sell the work generated using the original work. The extent to which fair use may apply to generative AI is still unsettled law.

**OUTPUTS**

End-users of generative AI have already attempted to claim ownership over the outputs of generative AI tools, including several who have attempted to file for copyrights with the United States Copyright Office.\textsuperscript{102} The rising use of generative AI to create creative works and subsequent copyright filing attempts has been significant enough to prompt the Copyright Office to launch a new AI initiative.\textsuperscript{103}

Statements from the U.S. Copyright Office so far have mandated that a work cannot receive copyright protections unless it contains “creative
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contribution from a human actor,”\textsuperscript{104} noting that copyright may only protect material that is “the product of human creativity.”\textsuperscript{105} While some have argued that the prompt constitutes sufficient “human creativity” to result in IP protections for the resulting work, the Copyright Office disagrees, comparing a prompt to “instructions to a commissioned artist—they identify what the prompter wishes to have depicted, but the machine determines how these instructions are implemented in its output.”\textsuperscript{106}

This distinction becomes more complex when a portion of the work is AI-generated and a portion is human-generated.\textsuperscript{107} Copyright may be applied to work that contains or builds off AI-generated work, but the copyright will apply solely to the human-authored aspects.\textsuperscript{108}

**HARMS**

The harms to individual creators of works and to the artist community are substantial.

- **Economic/Economic Loss**: Legal harms in this space likely include infringement on works and right of use, along with questions about ownership of AI-generated products, as discussed above. Infringement on works would likely stem from generative AI outputs. These include unauthorized reproduction (which may be the case of the AI-generated work is too similar to original pieces) and derivative work (work which contains too many original elements from the initial piece, often seen in reproductions, condensations, or abridgments of original work). Right of use would relate to generative AI input, whether the generative AI systems have a license to use original work in learning sets or whether this could fall under an exception, such as Fair Use.

- **Economic/Economic Loss**: Creators and owners may face severe economic harms as demand for their work shrinks when similar work can be easily and cheaply generated. These harms likely would
manifest in lack of opportunity and hiring (as many creator jobs and commissions are replaced with generative AI) and infringement on economic gain from originally created work (missing out on licensing or selling work since buyers are using replicated work instead). This could also lead to a sharp drop in professional artists if there is rising fear that AI-generated work will make it too difficult to make a living as a creator. Finally, the influx of AI-generated work will impact the market for that work.

- **Reputational**: Creators may face reputational harm as well. It is entirely possible for fans to confuse AI-generated work with that of the inspiring creator, which is a problem when the creator has no part in that work and cannot give input regarding use, quality, or direction. Work generated in a specific creator’s style or voice may be used to promote causes the creator disagrees with or may be of low quality, both of which could cause reputational damage.

- **Psychological**: Several artists have expressed pain, sadness, anger, and more regarding their work being used and replicated by generative AI. In many cases, artists' work is deeply personal, making copies and exploitation of that work deeply personal as well.

- **Loss of Opportunity/Relationship/Dignitary**: If creators and their work are not protected from exploitation and copying via generative AI, it will likely result in fewer artists putting in the time and effort to develop their own distinct art styles, leading to an overall drop in the creator community and volume of all creative works by humans.

**EXAMPLES**

- Several artists have found that their work has already been used to train AI without their permission, in some cases leading to AI that can convincingly replicate their precise artistic style when asked.
• As noted in the case study above, this extends to AI-generated songs “performed” in exact mimics of artists’ vocal tones and musical styles.  

• Artists have found AI copying their style or modifying their work in ways that make it seem as if it supports hateful messages, as with one artist who found the alt-right using AI-generative tools to create express offensive worldviews in her artistic style.

• There are current examples of individuals attempting to claim copyright over work generated by AI tools.

• Three artists have filed a class action in the Northern District of California against generative AI image companies for using their artwork without consent or compensation to build the training sets that inform the platforms.

• Getty Images has started legal proceedings against Stability AI for copying and processing millions of its images for training sets without license.

**INTERVENTIONS**

• AI developers could be forced to license any IP included in training data for generative AI technology, which would prevent indiscriminate, continuous content scraping across the internet.

• Customers could be obligated to perform a form of due diligence to confirm whether models were trained with any protected content prior to using the model.

• AI tools could be forced to acquire creator permission before generating art “in the style” of any specific creator.

• Academic researchers at the University of Chicago developed a tool called Glaze that introduces nearly imperceptible elements to artwork that are designed to disrupt generative AI’s ability to scrape information about the artwork and add it to the training data.
• Shutterstock is putting together the option for creators to opt out of their work being used in AI training sets and has established a contributor fund to compensate creators if their IP is used in training sets.\textsuperscript{116}

• DeviantArt has implemented a metadata tag for images shared on the web that contains a warning to AI systems not to scrape the tagged content.\textsuperscript{117}
Exacerbating Effects of Climate Change

BACKGROUND AND RISK

The planet is hurtling toward ongoing climate disasters. Climate change has already caused hundreds of thousands to millions of deaths, billions of dollars in economic damage, and mass species extinction. In the future, every tenth of a degree of warming that we are able to avoid will mean millions of saved lives, avoidance of enormous economic loss, and a chance at a livable future. Eventually, by choice or by necessity, our society will evaluate every industry and activity in terms of its resource and carbon cost.

Into this high-risk situation crashes the growing field of generative AI, which brings with it direct and severe impacts on our climate: generative AI comes with a high carbon footprint and similarly high resource price tag, which largely flies under the radar of public AI discourse.

Training and running generative AI tools requires companies to use extreme amounts of energy and physical resources. Training one natural language processing model with normal tuning and experiments emits, on average, the same amount of carbon that seven people do over an entire year.
A comparison of pounds of carbon dioxide produced by everyday people/objects and generative-AI-related tasks

AI models take an enormous amount of carbon to produce, and this trend is not likely to meaningfully improve given the incentives in the industry. Much AI research, especially at large tech companies that effectively control the space, focuses on accuracy or related measures at the expense of all other considerations. A good portion of AI research seeks to “buy” better results by investing exponentially more money over time for a linear increase in accuracy, disregarding other externalities like resource costs. These costs are physical requirements for many AI systems: the relationship between model performance and model complexity is at best logarithmic, so for a linear gain in performance, an exponentially larger and more resource-inefficient model is required. While some AI researchers have begun focusing on efficiency, whether for cost-cutting or environmental reasons, there is no reason to think that large tech companies will abandon their quest for accuracy any time soon.

Meanwhile, the data centers that AI developers use to train and host generative AI models have high energy costs and massive carbon footprints. Though some of this energy may come from renewable resources, data centers’ energy consumption is still concerning for several reasons. First, many regions that house data centers still use carbon-intensive energy sources to generate electricity. Second, even when renewable energy is
available, it may be better allocated to heat a family’s home, power a greenhouse, or further other socially important goals, rather than train an AI model—but this tradeoff is generally not examined or discussed.¹²⁷

These data centers are also resource-intensive in unsustainable ways. Many tech firms draw from public water supplies to cool their centers in the middle of drought-prone areas—a practice that has led to public backlash.¹²⁸ “New research suggests training for GPT-3 alone consumed 185,000 gallons (700,000 liters) of water. An average user’s conversational exchange with ChatGPT basically amounts to dumping a large bottle of fresh water out on the ground, according to a new study.”¹²⁹ These technologies also rely heavily on minerals that are procured under violent and exploitative conditions.¹³⁰

**HARMS**

- **Physical**: Severe environmental changes will result in substantial physical harms to people globally (drought, natural disasters, etc.).
- **Economic/Economic Loss**: The economic resources required to counter environmental harms or to run generative AI as-is are significant.
- **Autonomy**: So many limited resources going to large companies using them for generative AI necessarily means that others will have less access and suffer shortages.

**EXAMPLES**

- Sasha Luccioni, the Climate Lead at HuggingFace, evaluates environmental and societal impact of Generative AI – she highlights “tonnes of carbon emissions,” “huge quantities of energy/water,” and “Rare metals for manufacturing hardware” in her Iceberg model of Generative AI costs.
INTERVENTIONS

• Because of environmental disruption, the Dutch Government imposed a nine-month moratorium on large data centers in the country in order to stand up regulations.¹³¹

• Tech companies should be required to track and publish the amount of energy and resources their models and data centers are using.

• Conferences should require tracking of resources to develop and run a system.

• Academic researchers should be given equitable access to computational resources. As of now, academics do not have sufficient access to understand the specifics of how modern AI tools work and what resources they require. This knowledge is hoarded inside large tech companies. Without this knowledge and access, the focus is kept on profit/accuracy, not environmental concerns. Sunshine is the best disinfectant, and academics who understand computer science are a useful window to let the sunshine in.
Labor Manipulation, Theft, and Displacement

BACKGROUND AND RISKS

Recent clickbait headlines playing into fears and hype trumpet that generative AI is coming for people’s jobs.\textsuperscript{132} While generative AI will disrupt the way certain industries work, it is still too early to see how this technology will impact labor markets and integrate into existing work.

When it comes to labor and market dominance, large tech companies like Apple, Meta, Amazon, Google, and Microsoft employ much of the AI research and development industry. These companies are directing this specialized workforce to develop commercial AI products that can be used for private profit rather than public benefit.

Major tech companies have also been the dominant players in developing new generative AI systems because training generative AI models requires massive swaths of data, computing power, and technical and financial resources. Their market dominance has a ripple effect on the labor market, affecting both workers within these companies and those implementing their generative AI products externally. With so much concentrated market power, expertise, and investment resources, these handful of major tech companies employ most of the research and development jobs in the generative AI field. The power to create jobs also means these tech companies can slash jobs in the face of economic uncertainty. And
externally, the generative AI tools these companies develop have the potential to affect white-collar office work intended to increase worker productivity and automate tasks.

**GENERATIVE AI IN THE WORKPLACE**

The development of AI as whole is changing how companies design their workplace and business models. Generative AI is no different. Time will tell whether and to what extent employers will adopt, implement, and integrate generative AI in their workplaces—and how much it will impact workers.

Still, early signs suggest that generative AI will change white-collar work. Many white-collar workers have already begun to embrace generative AI to help with daily tasks like drafting presentations, marketing materials, speeches, emails, conducting research, and even coding. A Fishbowl survey found that 43% of working professionals have used generative AI tools to complete tasks at work and 70% of those respondents do so without their boss’s knowledge. News outlets and websites have used ChatGPT to write whole or part of articles. Hiring managers are turning to generative AI to help write job descriptions and draft interview questions, among other administrative tasks. Lawyers are using generative AI to do research, administrative tasks, and even draft contracts. And in medicine, physicians are using generative AI for research and summarizing patient visits.

The proliferation of generative AI has also created a demand for workers with experience using the tools and entirely new jobs built around these tools. According to a ResumeBuilder.com study, nine out of ten surveyed companies are currently seeking workers with ChatGPT experience. The rise in generative AI tools has also created a growing demand for “prompt engineers”—people who train AI chatbots to test and improve answers or otherwise facilitate better prompt-inputs for large language models like ChatGPT. In fact, there is already a prompt database where people can sell their own prompts to produce better results.
Not all employers are jumping on the generative AI bandwagon. Some workplaces are cautious to quickly adopt this technology due to concerns about reliability, as the technology sometimes responds to prompts with misinformation or wrong answers. Other employers have expressed concern over security risks and restricted employee use. Workplaces like J.P. Morgan, Chase & Co., Bank of America, Citigroup, and Verizon prohibited employees from using ChatGPT. Samsung banned generative AI tools after employees uploaded sensitive data to ChatGPT, expressing concern that the data transmitted is stored on external servers where it is difficult to retrieve or delete and could be leaked to others.

The overall effect of generative AI on the economy remains to be seen. Some experts have said unregulated and freely deployed generative AI can cause harm to competition, push down wages, and lead to excessive automation and inequality. But when discussing potential risks of generative AI on labor, there needs to be a distinction between whether generative AI tools lead to automation or augmentation of job roles. Since the 1980s, a significant portion of income inequality has been driven by automation. When generative AI is used for automation, potential risks include job loss as well as the devaluation of labor and heightened economic inequality.

**JOB AUTOMATION INSTEAD OF AUGMENTATION**

There are both positive and negative aspects to the impact of AI on labor. A White House report states that AI “has the potential to increase productivity, create new jobs, and raise living standards,” but it can also disrupt certain industries, causing significant changes, including job loss. Beyond risk of job loss, workers could find that generative AI tools automate parts of their jobs—or find that the requirements of their job have fundamentally changed.

The impact of generative AI will depend on whether the technology is intended for automation (where automated systems replace human work) or
augmentation (where AI is used to aid human workers). For the last two decades, rapid advances in automation have resulted in a “decline in labor share, stagnant wages[,] and the disappearance of good jobs in many advanced economies.”\textsuperscript{146} AI used exclusively for automation could exacerbate these negative trends.\textsuperscript{147}

Some studies suggest that AI may lead to reduced hiring if the technology replaces many routine tasks previously performed by workers.\textsuperscript{148} But other studies suggest that AI could create new opportunities—particularly in high-skilled jobs—and increase worker productivity.\textsuperscript{149} Proponents of generative AI say that technology like ChatGPT can automate repetitive tasks and free more time for people to focus on complex or creative tasks. However, employers trying to reduce costs, maximize profits, and increase shareholder value are more likely to prioritize AI technology that automates rather than augments work.

While it is still too early to determine whether AI will either significantly devalue or fully replace workers, preliminary research shows that generative AI does impact job-related tasks. According to research by OpenAI, “80% of the U.S. workforce could have at least 10% of their work tasks affected” by large language models, and this effect is projected to span all wage levels across industries.\textsuperscript{150} The OpenAI paper also found that “approximately 19% of workers may see at least 50% of their tasks impacted.”\textsuperscript{151}

A Goldman Sachs report states that generative AI could impact as much as 300 million jobs.\textsuperscript{152} Generative AI could substitute a quarter of current work, with white-collar workers in administrative and legal sectors most likely to be affected.\textsuperscript{153} The Goldman Sachs report also shows that AI will impact the labor market more generally, but the report emphasizes that the impact depends greatly on the technology’s capabilities and how it is adopted.
DEVALUATION OF LABOR & HEIGHTENED ECONOMIC INEQUALITY

Technological advancement to accelerate productivity, automate jobs, and increase profitability by reducing costs began way before the generative AI boom. Historically, automation is one of the clearest factors in wage decline. According to a White House report, much of the development and adoption of AI is intended to automate rather than augment work. The report notes that a focus on automation could lead to a less democratic and less fair labor market.

Consider the potential labor impacts that generative AI is having in the software engineering industry, where many start-ups are using GPT-4 to spend less on human programmers. While generative AI will not replace all software engineers anytime soon, it will impact the accessibility of learning code, how much programmers' services cost, and how in-demand human programmers are. Beginner coders could benefit from using generative AI to help them learn code, but more experienced programmers may find the value of their labor decrease with increased competition.

In 2021, OpenAI CEO Sam Altman predicted that there would be an “unstoppable” technological AI revolution where the price of many types of labor “will fall toward zero once sufficiently powerful AI ‘joins the workforce.’” Altman elaborates that, since labor is the driving cost of the supply chain, AI performing tasks will lower the cost of goods and services. He acknowledged that, if public policy does not adapt to such a predicted revolution, “most people will end up worse off than they are today.” This prediction shows how the CEO of the leading generative AI company is viewing the future—a future where economic inequality is accelerated by AI.

In addition, generative AI fuels the continued global labor disparities that exist in the research and development of AI technologies. Outsourcing labor
to subcontractors in the Global South for the benefit of the Global North is a problem inherent in the tech industry—and the entire global economic ecosystem more broadly. Labor that is deemed simple and routine is often outsourced to locations where workers are forced into terrible working conditions with low wages. The AI supply chain reflects and reproduces the inequities of imperial colonialism, where the Global North, wielding greater economic power, profit from the proliferation of AI technology while excluding the Global South.\textsuperscript{160}

The development of AI has always displayed a power disparity between those who work on AI models and those who control and profit from these tools.\textsuperscript{161} Overseas workers training AI chatbots or people whose online content has been involuntarily fed into the training models do not reap the enormous profits that generative AI tools accrue.\textsuperscript{162} Instead, companies exploiting underpaid and replaceable workers or the unpaid labor of artists and content creators are the ones coming out on top. The development of generative AI technologies only contributes to this power disparity, where tech companies that heavily invest in generative AI tools benefit at the expense of workers. For instance, OpenAI is projected to make $1 billion in revenue by 2024.\textsuperscript{163}

But collective worker action around AI is growing. For example, over 150 content moderation and data label employees in Africa recently voted to unionize.\textsuperscript{164} Even more, the Writers Guild of America went on strike partly over the studios refusal to negotiate on banning the use of AI to generate scripts and using the writers’ written work to train AIs.\textsuperscript{165}
HARMS

- **Economic/Economic Loss/Loss of Opportunity**: Outsourcing labor to generative AI may lead to job loss and job replacement on a global scale, including impacting jobs that are currently being outsourced to other countries.

- **Autonomy/Loss of Opportunity**: Entire industries may be affected by workplace demands for generative AI, meaning that those specializing in certain industries may be unable to find work and have to shift to new venues, possibly meaning education, training, and experience in that field is “wasted.”

EXAMPLES

- Sama, a San Francisco-based firm, hires workers in Uganda, Kenya, and India to label data for tech companies like Microsoft, Meta, and Google. OpenAI outsourced work to Sama where Sama paid Kenyan workers less than $2 per hour to label data to help make ChatGPT less toxic. The company subjected workers to traumatic content moderation practices where workers read and labeled textual descriptions of hate speech, violence, and sexual abuse. Workers became mentally scarred by the distressing nature of the work, with one Sama worker describing it as “torture.” The traumatizing nature of the work led Sama to eventually end its relationship with OpenAI in February 2022, ceasing work eight months early.

- In a survey of 1,000 U.S. business leaders by ResumeBuilder.com, half of companies surveyed are using ChatGPT while 30% plan to and 48% have replaced workers with ChatGPT.
• In January 2023, BuzzFeed said it would use ChatGPT to create quizzes and personalized content for its readers and employees expressed concern about whether this move would lead to a reduction in the workforce. At that time Buzzfeed contended that it remains “focused on human-generated journalism in its newsroom,” but since then BuzzFeed shut down its news division as part of a 15% reduction of its workforce.

INTERVENTIONS

REDISTRIBUTE POWER AND PROFITS AMONG ALL PARTICIPANTS

• Workplaces should not use generative AI as a means to cheapen labor costs and devalue workers’ contributions. In fact, wages should be increased to match the increased worker productivity from generative AI.

• Tech companies should include voices and give decision making power to those who are actually working on the development and training of generative AI, especially those in the Global South. Major companies need to elevate the involvement and participation of workers to ensure equity.

• Technology vendors and service providers should invest in AI research and development that improves worker productivity rather than replacing job functions.

  • If workplaces benefit economically from generative AI, companies should share in the profits with those whose labor they benefit from instead of concentrating it among shareholders and top earners.

INVEST IN PEOPLE

• Employers should invest in training and job transition services where they are training workers in new skills for jobs that have been changed by generative AI.
- Employers should invest in training where there is a growing demand for new jobs that have been created by generative AI (e.g., prompt engineers, machine managers, AI auditors, and AI trainers).
- Companies should implement policy programs where there is a commitment to invest in training to retain labor rather than to cut costs by reducing staffing in favor of generative AI technology.
- Companies, local and federal government, and other public-private programs should make commitments to invest in resources that help workers displaced by generative AI find alternative jobs.

**INVEST IN COMPLEMENTARY AI**

- Workplaces should be investing and implementing generative AI that augments and complements work rather than replaces work.
- Tech companies should invest in AI research and development that improves worker productivity rather than replacing job functions.
- Policymakers should regulate and redirect generative AI research to develop technology for public-interest use cases rather than for primarily commercial-use cases.
Artificial intelligence and other automated decision-making systems have long been deployed in opaque and unaccountable ways that harm individuals and exacerbate existing biases. Because AI is trained on historical data and often used by the resource controlling actor (hiring company, landlord, government benefits agency), Black people, women, individuals with disabilities, and poor people are hardest hit. And the harm isn’t trivial—algorithmic systems have landed innocent Black men in jail, given lower credit limits to women, higher interest rates to graduates of Historically Black or Latino Colleges, and prevented people from receiving interviews or job offers.

An image generator is more likely to show a woman when you ask it to generate an image of a cleaner, and white men when you ask it to generate an image of a boss. Google’s Bard text generator has replicated dangerous conspiracy theories. It recommended conversion therapy for gay people, generated text saying that Trans people are “groomers,” and generated text claiming that major parts of the holocaust was fabricated.

Generative AI is not appropriate for use in determinations for important life opportunities, but the public must remain vigilant in identifying inappropriate use of AI for these purposes – such as a Chatbot that stands as an arbiter for people on criminal justice or social services websites.

Discrimination is at the heart of every risk outlined in this paper, and the negative effects of security breaches, privacy violations, and environmental impacts will be felt most closely by marginalized communities.
The Potential Application of Products Liability Law

BACKGROUND AND RISK

Products liability is an area of law that developed throughout the twentieth century to respond to the harms that mass-produced products can impose at scale on society. This area of law focuses on three main harms: defectively designed products, defectively manufactured products, and defectively marketed products. Products liability law is characterized by two elements: (i) its adaptability and ability to evolve to address new types of products and harms, and (ii) its concern with distinguishing blameworthily harmful products from products which did harm but could not have been designed, manufactured, or marketed differently—or those that were simply used in an unreasonable way.

Like manufactured items like soda bottles, mechanized lawnmowers, pharmaceuticals, or cosmetic products, generative AI models can be viewed like a new form of digital products developed by tech companies and deployed widely with the potential to cause harm at scale. For example, generative AI products can cause harm to people’s reputations by defaming them, directly abuse or facilitate abuse against people, violate intellectual property rights, and violate consumers’ privacy.
Products liability evolved because there was a need to analyze and redress the harms caused by new, mass-produced technological products. The situation facing society as generative AI impacts more people in more ways will be similar to the technological changes that occurred during the twentieth century, with the rise of industrial manufacturing, automobiles, and new, computerized machines. The unsettled question is whether and to what extent products liability theories can sufficiently address the harms of generative AI.

So far, the answers to this question are mixed. In Rodgers v. Christie (2020), for example, the Third Circuit ruled that an automated risk model could not be considered a product for products liability purposes because it was not “tangible personal property distributed commercially for use or consumption.”176 However, one year later, in Gonzalez v. Google, Judge Gould of the Ninth Circuit argued that “social media companies should be viewed as making and ‘selling’ their social media products through the device of forced advertising under the eyes of users.”177 Several legal scholars have also proposed products liability as a mechanism for redressing harms of automated systems.178 As generative AI grows more prominent and sophisticated, their harms—often generated automatically without being directly prompted or edited by a human—will force courts to consider the role of products liability in redressing these harms, as well as how old notions of products liability, involving tangible, mechanized products and the companies that manufacture them, should be updated for today’s increasingly digital world.179

**HARMS**

- **Physical**: Generative AI may produce false information about individuals, leading to physical violence and danger, or could hold information that individuals are trying to delete for their own safety.
The Potential Application of Products Liability Law

- **Economic/Economic Loss/Loss of Opportunity**: Generative AI leads to loss of income for artists whose style is mimicked and may cause job loss or shrinking of opportunities for work in certain industries, with no redress for individuals absent some form of liability.

- **Reputational/Relationship/Social Stigmatization**: Spread of incorrect information about an individual can severely damage their reputation, relationships, and dignity.

- **Psychological**: Impacts of generative AI harms may cause emotional distress, fear, helplessness, frustration, and other serious emotional harm.

**INTERVENTIONS**

- Scholars, policymakers, and plaintiffs’ attorneys should explore ways that common law and statutory products liability law regimes can apply to redress generative AI harms. Products liability law itself may prevail, or instead a new doctrine based on some of its tenets, but either way, private people must have a remedy when they are harmed by generative AI.
Exacerbating Market Power and Concentration

BACKGROUND AND RISK

Developing, training, using, and maintaining generative AI tools is a resource intensive endeavor. In addition to the environmental costs discussed in the Environmental Impact section above, generative AI tools cost an incredibly large amount of money and computing resources to develop and maintain. To maintain the underlying computing power necessary to run ChatGPT, for example, experts have estimated that OpenAI must spend roughly $700,000 a day, leading to an estimated $540 million loss for OpenAI in 2022 alone. To compensate for this loss, OpenAI sought and received an investment from Microsoft of over $10 billion dollars, which included critically necessary and expensive cloud hosting services using Microsoft Azure. OpenAI is reported to be seeking additional investments of $100 billion dollars as well. And it will cost Alphabet an estimated $20 million in computing costs to train its massive, 540-billion parameter language model, PaLM (Pathways Language Model).

The astronomical cost of large-scale AI models means that only the biggest tech companies can handle—and afford—both the rapidly expanding needs of maintaining and controlling the models and the public relations and lobbying needs that recent generative AI advances require. One example of the entrenched power influencing public opinion about generative AI is the
prevalence of the word, “foundational,” used to describe large models like GPT-4 and LAION B-5, among others. As the AI Now Institute explains, the term “foundational” was introduced by Stanford University in early 2022, in the wake of the publication of an article listing the many existential harms associated with large language models. Calling these models “foundational” aimed to equate them (and those espousing them) with unquestionable scientific advancement, a steppingstone on the path to “artificial general intelligence” (AGI)—another fuzzy term evoking science-fiction notions of replacing or superseding human intelligence. By describing generative AI tools as foundational scientific advances, tech companies and AI evangelists frame the wide-scale adoption of generative AI as inevitable.

In addition, many of the leading generative AI tools, as well as the training methods and cloud computing services that support them, are owned and maintained by a select few tech companies, including Amazon, Google, and Microsoft. The dominance of these few companies in not only developing generative AI but also providing the underlying tools and services that generative AI requires, further concentrates a market that, despite promoting “open source” technologies, is captured by a few powerful companies with opaque AI development methods and incentives to restrict competition.

HARMS

- **Economic/Economic Loss/Loss of Opportunity**: Concentration of power in only a few large companies means that any individual who either does not wish to work for those specific companies or has been rejected by those companies may be unable to work in the generative AI industry altogether.

- **Autonomy**: Big Tech’s monopoly over generative AI lessens the ability for competitors to develop or for others to have access to necessary resources.
• **Autonomy**: Choice is necessarily limited with fewer actors in the space.

• **Autonomy/Discrimination**: Any problems with data quality will be exacerbated through re-use and spread among the few dominant players.

• **Discrimination**: Any discriminatory behaviors in hiring or the workplace by Big Tech companies will more directly and strongly impact the field due to the limited opportunity to change employer or protest treatment and remain working in the field.

**EXAMPLES**

• The Wall Street Journal illustrates how the generative AI “race” will make Google and Microsoft richer and “even more powerful.”


**INTERVENTIONS**

• Enact laws that provide additional resources to and bolster authorities of Antitrust enforcers.

• Advocates and commentators should explicitly tie the data and computing resource advantage in coverage of the industry.

• Reform merger guidelines to reflect how consolidation of data advantages is considered in Antitrust reviews.

• Advocates and reporters should refrain from emboldening the “Arms Race” dynamic with China propagated largely from interested industry actors.
Recommendations

LEGISLATIVE AND REGULATORY

- Enact a law that makes intimidating, deceiving, or deliberately misinforming someone about an election or candidate illegal (regardless of the means), such as the Deceptive Practices and Voter Intimidation Prevention Act.

- Pass the American Data Privacy Protection Act – The ADPPA will limit the collection and use of personal information to that which is reasonably necessary and proportionate to the purpose for which the information was collected. Such limitation will limit improper secondary uses of personal data, such as cross-site tracking and targeting/profiling based on sensitive data. The ADPPA will also restrict the use of personal data to train generative AI systems that can manipulate users.

- Provide additional resources to antitrust law enforcement agencies to adequately monitor and take enforcement action against violations related to concentration of the data and computer markets.

- Impose a data minimization standard through legislative or regulatory means that would limit the use of personal information for generative AI training.

- Enact legislation that requires both government and commercial use of AI to be provably nondiscriminatory and proactively transparent by mandating audits and impact assessments—and prohibit manipulative or otherwise unacceptably risky uses. Both the White House AI Bill of Rights and the National Institute of Standards & Technology’s AI RMF provide helpful frameworks for these requirements.
Recommendations

- Do not provide broad immunity (under Section 230 or otherwise) for companies or operators of Generative AI tools.
- Do not provide legislative or regulatory exemptions for copyright infringement when images are used in AI training.
- Do not invest more money in the development of AI without dedicating comparable resources to evaluation professionals, control mechanisms, and enforcement capabilities.
- Ensure that entities using AI outputs are held jointly responsible with entities behind the generation of those outputs for the harm that the entity using AI has caused with those outputs.

**ADMINISTRATIVE AND ENFORCEMENT**

- Continue to use existing consumer protection authorities, including Unfair and Deceptive Acts or Practices (FTC) and Unfair, Deceptive, or Abusive Acts or Practice (CFPB) authorities, to protect against manipulative, deceptive, and unfair AI practices.
- Establish standards through advisory opinions and policy statements for evaluating intellectual property and other claims relating to generative AI (e.g., copyright, trademark, etc.).
- Require the publication of environmental footprints of Generative AI models and their use.
- Secure injunctive relief to halt the operation of generative AI systems that lack necessary safeguards (as seen in Italy using GDPR).
- Promulgate rules that require both government and commercial uses of AI to be provably nondiscriminatory and proactively transparent by mandating audits and impact assessments—and prohibit manipulative or otherwise unacceptably risky uses. Both the White House AI Bill of Rights and the National Institute of Standards & Technology’s AI RMF provide helpful frameworks for these requirements.
PRIVATE ACTOR BEHAVIOR

- Entities considering using generative AI procurement should critically examine whether these tools are appropriate.
- Entities should proactively document the data lifecycle and implement data audit trails.
- Individuals, companies, and research teams should develop tools to detect protected information within training models – like Glaze.
- Develop tools to detect deepfakes and make those tools easily accessible and usable by the public to help debunk deepfakes quickly.
- Watermark any protected documents or images to prevent or limit their use in the training of AI models.
- Publish the data sources, training sets, and logic of AI systems.
- Limit the scope of permissible external uses and modifications of generative AI models (including through API access).
- Limit permissible uses of Generative AI to low-risk settings.
- Determine and publish environmental footprints for Generative AI models and their use.
- Employers should invest in training workers in new skills for jobs that have been changed by generative AI.
- Employers should invest in training where there is a growing demand for new jobs that have been created by generative AI (e.g., prompt engineers, machine managers, AI auditors, and AI trainers).
- Companies should invest in training to retain labor rather than cutting costs by reducing staff in favor of generative AI technology.
- Companies, governments, and public-private programs should commit resources to helping workers displaced by generative AI find alternative jobs.
Recommendations

- Technology vendors and service providers should invest in AI research and development that improves worker productivity rather than replacing job functions.

- Technology companies should include the voices of, and give decision-making power to, those who are actually working on the development and training of generative AI, especially those in the Global South. Major companies need to elevate the involvement and participation of workers to ensure equity.

- Share profits with those whose labor helped build the systems rather than concentrating it among shareholders and top earners.

- Wages should be increased to match the increased worker productivity from generative AI. Workplaces should not use generative AI as a means to cheapen labor costs and devalue workers’ contributions.
Appendix of Harms

Algorithmic harms exist today—and have been around for a long time. However, with the introduction of generative AI tools like ChatGPT, the scope and severity of algorithmic harms have exploded. In addition to unique harms posed by violations of data privacy and algorithmic systems, generative AI will accelerate the disintegration of trust in authoritative sources of information, exacerbate existing harms like IP theft and impersonation, and undermine existing legal protections for those harmed.

This Appendix is meant to give you a better sense of the universe of harms that generative AI is causing or exacerbating right now. However, AI is innovating at a rapid pace and new examples of harm emerge every day, so encapsulating every potential harm that generative AI could cause would be impossible. This appendix serves as a snapshot of pressing and real harms caused by generative AI today, rather than a comprehensive analysis of all possible harms.

“We shouldn’t regulate AI until we see some meaningful harm that is actually happening – once we see that there is real meaningful harm. What is the real problem? There is not even $1,000 in damage.”

Microsoft Chief Economist
Michael Schwarz, April 2023
This appendix includes:

1. Definitions for many common harms caused by generative AI.
2. Examples of real-world harms caused by generative AI.
3. A Table comparing the harms implicated by each example.

**COMMON AI HARMS**

1. **Physical Harms:** These are harms that lead to bodily injury or death, which may include acts by AI companies that facilitate or encourage physical assault.

2. **Economic Harms:** These are harms that cause monetary losses or decrease the value of something, which may include the harms of fraudulent transactions conducted by those using AI to impersonate a victim.

3. **Reputational Harms:** These harms involve injuries to someone’s reputation within their community, which may in turn result in lost business or social pariahdom.

4. **Psychological Harms:** These harms include a variety of negative—and legally cognizable—mental responses, such as anxiety, anguish, concern, irritation, disruption, or aggravation. Danielle Citron and Daniel Solove place these harms within two categories: emotional distress or disturbance.

5. **Autonomy Harms:** These harms restrict, undermine, or otherwise influence people’s choices and include acts like coercion, manipulation, failing to inform someone, acting in ways that undermine a user’s choices, and inhibiting lawful behavior.

6. **Discrimination Harms:** These are harms that entrench or exacerbate inequality in ways that disadvantage certain people based on their demographics, characteristics, or affiliations. Discrimination harms often lead to other types of AI harms.

7. **Relationship Harms:** These harms involve damaging personal or professional relationships in ways that negatively impact one’s health,
wellbeing, or functioning in society. Often, these harms damage relationships by degrading trust or damaging social boundaries.

8. **Loss of Opportunity**: Related to economic, reputational, discrimination, and relationship harms, loss of opportunity is an especially common AI harm in which AI-mediated content or decisions serve as a barrier to individuals accessing employment, government benefits, housing, and educational opportunities.

9. **Social Stigmatization and Dignitary Harms**: Related to reputational, discrimination, and relationship harms, these harms undermine individuals’ sense of self and dignity through, e.g., loss of liberty, increased surveillance, stereotype reinforcement, or other negative impacts on one’s dignity.

**REAL EXAMPLES OF HARM**

1. **Suicide**: ChatGPT encouraged an individual to commit suicide.

2. **Impersonation**: Scammers used generative AI to trick a woman into thinking her daughter was kidnapped, demanding $1,000,000 in return for her release.

3. **Deepfakes**: A prominent investigative reporter was ridiculed online after a pornographic deepfake of her went viral online.

4. **Defamation**: ChatGPT falsely included a law professor on a list of professors accused of sexual assault.

5. **Sexualization**: Lensa, an AI image generation application, portrayed women—particularly Asian and Black women—in a hypersexualized manner regardless of the source photos provided.

6. **Threats of Physical Harm**: An individual used ChatGPT to designate whether a person originating from different countries of origin should be tortured or not.

7. **Misinformation**: In Turkey’s election, generative AI was used to spread over 150 unwarranted claims of terrorism by a presidential candidate.
8. **Copyright Infringement**: Parts of artists’ work are routinely mimicked or duplicated by AI image generators, including commercially protected art.

9. **Labor Disputes**: Studios have threatened to use generative AI to replace striking writers, undermining labor negotiations.

10. **Data Breaches**: A viral generative AI tool’s lax security practices and maintenance of personal data led to personal information like name, prompts, and email are exposed.

<table>
<thead>
<tr>
<th>Examples</th>
<th>Physical</th>
<th>Economic</th>
<th>Reputational</th>
<th>Psychological</th>
<th>Autonomy</th>
<th>Discrimination</th>
<th>Relationship</th>
<th>Loss of Opportunity</th>
<th>Dignity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suicide</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impersonation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deepfakes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Defamation</td>
<td></td>
<td></td>
<td>✓</td>
<td>❌</td>
<td>❌</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexualization</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Threat of Physical Harm</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Misinformation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Copyright Infringement</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Labor Disputes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Data Breaches</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
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